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ABSTRACT
Automatic Speech Recognition (ASR) is a cost-efficient and scalable
tool to automate real-time captioning. Even though its overall qual-
ity has improved rapidly, generated transcripts can be inaccurate.
While manual correction helps to increase transcription accuracy,
this causes new real-time challenges, especially for live-streaming.
Crowd-sourcing can make the high workload more manageable
by distributing the work across multiple individuals. In this paper,
we developed a prototype that enables humans to collaboratively
correct AI-generated captions in real-time. We conducted an exper-
iment with 40 participants to measure the accuracy of the created
and manually corrected captions. The results show that manual cor-
rections improved the overall text accuracy according to multiple
metrics as well as overall qualitative analysis.
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1 INTRODUCTION
Captions are a necessary accessibility tool for deaf and hard-of-
hearing (DHH) individuals. For pre-recorded media, captions are
created after the recording, and displayed on the screen during
playback. Captions for live-events are much harder to create and
thus can limit individual participation. In Higher Education settings,
online lectures, talks and seminars are increasingly common and
need to be accessible to all students. Institutions therefore need a
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scalable and cost-efficient solution to provide accurate real-time
captions.

Today, there are two common solutions that enable real-time
transcription: Captions can either be generated manually by profes-
sionals using stenography or respeaking, or automatically through
Automatic Speech Recognition (ASR). Neither of the current ap-
proaches fulfill the requirements of Higher Education institutions.
Professionals are costly and scarce, particularly for specialist sub-
ject areas. ASR, on the other hand, is cheap and widely available,
but often lacks accuracy to the degree that the resulting transcript
may not be understandable to readers.

One promising solution to this problem is a semi-automated
workflow, in which non-professionals (in terms of the provision
of captioning) correct automatically generated captions. Correc-
tion has the advantage that humans can focus on identifying and
editing significant errors, rather than trying to type every spoken
word. A crowd-based approach would further reduce the individual
workload. Evidence suggests that non-professionals can correct
ASR-generated transcripts and significantly improve the accuracy
[8, 25, 31].

This semi-automated workflow is particularly promising for
Higher Education, as many lectures take place (simultaneously),
solutions cannot be overly costly, and students generally have ad-
vanced computer skills. A possible scenario is, that tutors or other
students attending the lecture could correct ASR-generated cap-
tions in real-time. DHH-students could then view the corrected
captions in the same software.

The accuracy of captions is often measured using the Word
Error Rate (WER) which is a ratio of errors in the transcript to
the total number of words spoken. This measure has, however,
been challenged as it does not necessarily reflect the usefulness of
captions [11, 15, 23, 24, 30, 35]. It remains an open question whether
AI-generated captions, that are corrected by a group of people in
real-time, are sufficiently accurate.

To assess this semi-automated workflow, we conducted a user
test, in which Higher Education students corrected AI-generated
captions for a video lecture. We therefore developed a prototype
that enables collaborative corrections in real-time and measuring
the editing in a controlled environment. We used multiple metrics
and various approaches to evaluate caption accuracy. In summary
our research evaluates how collaborative real-time editing, sup-
ported by a specialised application interface, affects the accuracy
of captions.

2 BACKGROUND
Captions greatly improve the accessibility of videos and online
events for people who are deaf and hard-of-hearing (DHH). One
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context in which captioning is particularly relevant is Higher Ed-
ucation. Remote lectures, online meetings and digital events are
increasingly part of university studies and need to be made accessi-
ble to all students. Captions do not only benefit DHH students [39],
but also support second language learners [37], make non-native
instructors easier to understand [17], and help students acquire spe-
cialist vocabulary [7]. Furthermore, captions make video content
searchable [13].

2.1 Creating captions in real-time
In Higher Education settings, captioning for live events is provided
through professionals using either stenography or respeaking com-
bined with manual correction. These professionals work in teams
of two or more for longer events. This process is not only laborious
and costly; there is also a shortage of professionals to provide these
services [34].

Additionally, respeakers create non-verbatim transcripts as they
lag around 20 to 40 words per minute (wpm) behind the original
speakers. Edited captions are favored by academics and many view-
ers, as they are easier to read and compress information. Many
deaf associations, on the other hand, consider editing as censor-
ship, which is critical, as respeaking cannot produce a verbatim
transcript [29]. This also raises the question of whether qualitative
measures, such as an evaluation by DHH individuals, are necessary
to make judgements about the quality and accuracy of captions.

Two alternatives to captioning by professional transcribers are
manual transcription by non-professionals (in terms of providing
captioning services) or automatic speech recognition.

Even for advanced typers, it is difficult to provide a verbatim
transcript, as speaking is up to ten times faster than writing [34].
With crowd-sourcing, the task of transcription can be divided, and
each person only has to process fractions of the whole text. Lasecki
et al. [18] asked groups of people to manually create captions for a
talk and developed an algorithm to merge participants’ individual
keyboard input into a single text stream. Their results suggest that
this method of crowd-sourcing captions can outperform individuals,
ASR and professionals in terms of coverage and latency.

The other alternative to professional transcription is ASR. With
the increasing computing power of artificial intelligence (AI), ASR
is now part of many common software packages, and can gener-
ate captions in real-time. Commercial solutions use phrases like
“state-of-the-art accuracy” [14], “produce accurate transcripts” [3]
or “high quality transcription” [21]. In a comparison of different
industry leaders in 2022, their services reached accuracy rates from
69% to 88% for high-resource languages like English and German
[4]. In terms of research various deep-learning models target bench-
marks like the common LibriSpeech ASR corpus [26]. From 2015
to 2021, the most accurate models could decrease the WER from
13.25% to 2.5% [38]. However, the lowest error rates are currently
only achieved by state-of-the-art end-to-end models, while a large
proportion of commercial ASR systems are still based on hybrid
systems which are composed of separate acoustic, language, and
pronunciation models [20]. It is therefore important to distinguish
between a high accuracy achieved with specific data sets and a
general usage in real world applications.

The accuracy of ASR is highly dependent on audio quality, speaker
and terminology. Some sources of error are background noise [16],
the speakers’ gender and accent [5, 12], and the use of specialist
vocabulary or abbreviations [2]. Another major influence on ASR
quality is the language itself. For languages other than English,
transcripts tend to be less accurate, presumably because of smaller
training sets and additional sources of error, such as capitalization
or cases.

Despite the promising results of ASR, Deshpande et al. [10] note
that the accuracy of current speech recognition tools is insufficient
for live university lectures that comprise specialist vocabulary. The
authors raise the issue that even with improvement of ASR tech-
nology, some limitations regarding technical terms or challenging
aspects of conversational speech are likely to remain. Analyzing
AI-generated captions for lecture material, Parton [27] comes to a
similar assessment. Without editing, the quality of automatically
generated captions is insufficient for universities to meet their legal
obligation to provide accessible learning material.

2.2 Semi-automated workflow
An alternative to automatic or manual transcription, is a semi-
automated workflow described by Wald [33] that uses ASR to gen-
erate captions and humans to correct errors. Che et al. [8] report
that using ASR-generated captions as draft for manual caption pro-
duction reduces the error rate of the captions by about half (54.3%).
Furthermore, the working time of professionals can be shortened
by 54% compared to manual caption creation. Their results align
with a test conducted by Soe et al. [31] that also found that man-
ual correction decreases the WER of ASR-generated captions. In
a similar user study, Munteanu et al. [25] also see a relative WER
reduction of 53%.

Manual correction might also target errors that influence mean-
ing, rather than minor grammatical errors that do not impact the
understanding of the content [6, 17]. Deshpande et al. [10] evalu-
ated collaborative editing in a non-live scenario and gave groups
of students the task to correct ASR-generated captions for lecture
recordings over a period of five days. Afterwards, DHH users were
asked to judge the usefulness of these captions and they rated them
as very accurate – and consistently rated them higher than captions
generated by professional transcription services.

Multiple studies suggest further investigation into collaborative
editing of ASR-generated captions [10, 17, 33] and also consider
metrics other thanWER for evaluation [17]. A previous study found
that students were able to increase the accuracy of automatically
generated captions in a real-time scenario [28]. They found that the
participants performed better, when captions were presented simul-
taneously to the spoken words, as compared to captions presented
by a 1-second delay to the audio. However, their study uses a Wiz-
ard of Oz paradigm to simulate the editor, and resulting usability
issues reportedly impacted participants’ performance.

2.3 Metrics to measure transcription accuracy
The most common metric to measure transcription accuracy is the
Word Error Rate (WER). While it is a practical metric to compare
different ASR systems, multiple studies criticize that it not neces-
sarily reflects the understandability of a text. It penalizes all types
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of errors equally and therefore does not always align with human
perception of accuracy, as humans judge errors distorting the mean-
ing more harshly [23]. It can also be misleading regarding spoken
language understanding [35] and not adequately reflect errors of
low-frequency yet important words [2]. Favre et al. [11] state that
rather than pure text accuracy, ASR output should be validated for
real-world use-cases and therefore how useful it is for humans.

Morris et al. [24] claim that Match Error Rate (MER) performs
better than WER regarding the proportion of information commu-
nicated. They also present Word Information Lost (WIL) as a simple
approximation to the proportion of word information lost. However,
their studies focus on Connected Speech Recognition applications,
which have different needs than captioning software. Another mea-
sure is the Character Error Rate (CER), that is calculated like WER
but on a character basis. It is more robust against minor typing
mistakes, e.g. resulting from manual keyboard corrections.

Romero-Fresco and Pérez [30] developed a metric to measure the
accuracy of respeaking and automatic captioning. The NER-model
is based on the total number of words in a respoken text, editing
errors caused by the respeaker and recognition errors resulting from
mispronunciations or the ASR system. The errors are differently
weighted for calculation and therefore must be manually classified
as serious, standard or minor errors. They further state that live
subtitles may be expected to reach an accuracy of 98%. Even though
the NER-model is suited for a respeaking workflow, it might also
be used to evaluate manually corrected ASR transcripts.

Kafle and Huenerfauth [15] introduce the Automated-Caption
Evaluation (ACE) metric, that uses a machine learning approach to
particularly measure the accuracy of captions. Their study shows
that ACE correlates better with their DHH participants’ subjective
scores on the usability of captions than WER. Conversely, Wells
et al. [36] did not measure a statistically relevant difference between
WER and ACE for live captioning.

Most research and commercial solutions use WER to measure
the accuracy of captions. At the same time to the best of our knowl-
edge there is no WER threshold at which a transcript can be seen as
“sufficiently accurate for accessibility purposes”. While Microsoft
considers aWER of 5%-10% to be good, and aWER of 20% acceptable
[22], standards like Web Content Accessibility Guidelines (WCAG)
[1] or Federal Communications Commission (FCC) [9] do not spec-
ify any requirements for the accuracy of accessible captions. The
W3C Web Accessibility Initiative (WAI) even defines automatic
captions as not sufficient, unless they are confirmed to be fully
accurate/error-free, and state that usually significant editing is
needed [19].

3 METHOD
3.1 Participants
40 people participated in the study. 35 were undergraduate Com-
puter Science or Education students; five were research staff at
multiple universities. Participation was voluntary. Prior to taking
part, participants were informed about the goals of the study, what
participation entailed, and gave their informed consent to take part.

Participants edited the captions in groups of three or groups
of five. We assume these group sizes to be practical in medium-
sized courses and that the parallel editing is manageable without

Figure 1: Interface of prototype

further coordination. Participants themselves chose a time slot for
their participation. The number of people in a group was assigned
according to participants’ availability.

3.2 Video
Participants were asked to edit captions for a 12-minute video
recording, containing 1363 words in total and an average of 110
wpm. The language used was German, with some technical terms
in English. The video was a pre-recorded conference talk on the
topic of “Universal Design for Learning and Digital Accessibility”.
Although it is a limited representation of content for Higher Edu-
cation, it can be used to evaluate the general workflow of real-time
editing. The topic of the video was broadly connected to the par-
ticipants’ field of study, but it is unlikely that they were familiar
with the specific content. The video was recorded with a PC in
non-professional conditions with average audio quality. A Jabra
speakerphone was used as microphone for the recording. The male
speaker spoke in a natural, conversational manner, which included
hesitation vowels, unclear pronunciation, incomplete sentences,
and grammatical errors.

3.3 Captions
ASR-generated captions for the video were produced prior to the
user test. The recording was delivered to the ASR engine as a com-
plete file at once, not as an audio stream. We did not add a custom
vocabulary to improve ASR results regarding specialist vocabu-
lary or abbreviations. Captions for the user test were generated
by Microsoft Azure, as it delivered the most accurate result for
the recording compared to other providers (Google, Amazon, IBM,
Panopto and Amberscript). The resulting transcript was not cor-
rected but split manually into chunks according to WCAG 2.2 [1]
guidelines for captions and extended with timestamps. The ASR-
generated captions were presented simultaneously to the spoken
words in the video to reduce the cognitive load for the participants
[28].

3.4 Interface
The editor is shown in Fig. 1. The interface follows the design of
existing solutions of caption editors. The video is displayed on the
left without any controls to start, stop or rewind it. The captions
appear consecutively on the right below the existing content. Each
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caption is displayed as an input field. To avoid conflicts, only one
user could edit a caption at a time. Additionally, captions that are
currently edited are highlighted in a user specific color, to give a
visual indication to the other participants.

The editors’ frontend is a web application that works in all major
browsers. To enable real-time collaboration, the state is synchro-
nized with a backend providing a REST API and a WebSocket API.
All corrections made by users, or the insertion of new captions
by the ASR-system appear without a page reload. Therefore par-
ticipants can keep track of the group work without losing focus
on currently selected elements, e.g. an input field. If a user is not
editing a caption, the application is automatically scrolling to the
newest captions.

3.5 Procedure
User tests were conducted remotely and in-person. For in-person
tests, groups were invited to a university computer lab. Participants
wore headphones and worked on their own laptops during the user
test. For remote user tests, participants joined a video call (Big Blue
Button) from their respective location.

First, participants were informed about the goals of the study and
what participation entailed. After giving their informed consent to
take part, each participant received an anonymous user-id to join
the collaborative editor (see Fig. 1) via their browser. Before the test
started, participants were instructed to correct the captions accom-
panying the video. They did not receive any specific instructions
as to which errors they should or should not correct or that quality
or speed mattered. Participants could edit captions by clicking on
the area displaying the caption segment. This caption would then
be locked so that other users could not edit.

The video was shown at normal speed and not paused or stopped
during the editing process. New captions appeared in synchroniza-
tion with the videos’ audio track. While the video was playing,
participants could not interact with each other via chat or other
means.

After the video ended, participants were asked to leave the ap-
plication and to answer a questionnaire that contained questions
about their subjective experience of the task, such as perceived
stress level, and whether they could retain the information pre-
sented in the video. Participants were debriefed and received a
small thank-you gift for their participation.

3.6 Analysis
3.6.1 Error metrics. We used the JiWER [32] python implementa-
tion to calculate error rates based on the Levenshtein minimum-edit
distance between a ground-truth and a hypothesis sentence. Besides
the most common Word Error Rate (WER), we also measured the
Character Error Rate (CER), the Match Error Rate (MER) and Word
Information Lost (WIL). If not stated otherwise, the error rates
were calculated with the following text transformations: lowercase
(case-insensitivity), removed punctuation and removed duplicate
spaces. According to German grammar rules, all numbers from one
to twelve were replaced by their written word.

3.6.2 Caption correction state categorization. We classified each
caption by its correction state based on text equality compared
to the ASR and the ground-truth transcription. We differentiated

Figure 2: Word Error Rate of AI and group corrections

between five states: (1) Captions with errors that were fully cor-
rected and (2) captions without errors that stayed unmodified were
categorized as correct. (3) Captions that were missing corrections
or (4) contained faulty modifications were categorized as faulty. (5)
Captions that were partly corrected are classified as an unknown
state. As the comparison was done on a segmentation basis, moving
words to another segment, the transcript would still be correct but
result in an error for this classification.

3.6.3 Classification of serious errors. In order to explore a possible
qualitative measure of captions, we asked three people (one DHH
individual) to read the ASR-generated transcript and highlight any
errors that they felt compromised the meaning of the text. The
rating aims to reflect the perspective of people who depend on
captions to understand the text and cannot rely on additional in-
formation from the audio track. Therefore raters were just given
the transcript and did not watch the video prior to marking errors.
Raters may have missed some mistakes, as the intended meaning
of the text was not always clear to them. We then automatically
searched the transcripts for the reported errors and whether they
were modified or corrected. In contrast to the automated metrics,
this qualitative measure focuses on individual’s subjective assess-
ment of whether the content of the text can be understood and its
readability.

4 RESULTS
4.1 Word Error Rate of AI and group corrections
Manual corrections did improve the overall text accuracy of the AI-
generated captions. The initial WER of the AI (8.8%) was reduced to
a mean WER of 6.1% (-2.7 pp). Across all participating groups, the
WER decreased by 1.5 to 3.4 percentage points, resulting in WERs
of 5.4 to 7.3% (see Fig. 2). A Mann-Whitney-U-Test showed that
there was no significant difference (U = 10, p = 0.690) between the
two different group sizes. The groups of three have a median WER
of 6.2% and the groups of five a median WER of 5.7%.
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Figure 3: Comparison of error metrics

Figure 4: Caption segments categorized by correction state

4.2 Comparison of error metrics
The initial WER of the AI (8.8%) was reduced across all groups to a
minimum of 5.4%, a maximum of 7.3% and to a mean of 6.1% (see Fig.
3). The initial MER of the AI (8.7%) was reduced across all groups
to a minimum of 5.3%, a maximum of 7.2% and to a mean of 6.1%.
The initial WIL of the AI (13.9%) was reduced across all groups to
a minimum of 8.4%, a maximum of 10.5% and to a mean of 9.4%.
The initial CER of the AI (3.1%) was reduced across all groups to a
minimum of 2.0%, a maximum of 3.4% and to a mean of 2.5%.

4.3 Caption count by correction state
Of 123 caption segments in total, 57 (46,3%) required modifications
of the AI text to match the ground-truth and 66 (53,7%) were initially
correct. Fig. 4 shows that on average, 46.8% were left correctly un-
modified and 15.3% were fully corrected, resulting in 62.1% captions
categorized as correct. 17.0% were partly corrected and categorized
as an unknown correction state. 14.1% were missing modifications

Figure 5: Corrections of serious errors

and 6.8% contained faulty modifications, resulting in 20.9% caption
segments categorized as incorrect.

4.4 Corrections of serious errors
In total, 72 errors distributed over 53 caption segments were classi-
fied as serious. Of these, 22 to 38 (mean=31.1) were corrected and
24 to 41 (mean=29.9) were left unmodified (see Fig. 5). Between 7 to
18 (mean=11.0) were modified, but did not result in a correct state
(e.g. were partly or faulty corrected). Of 38 captions that contain
exactly one error, on average 19.2 were fully corrected, 5.5 modified
and 13.3 left unmodified. Of 15 captions that contain more than one
error, on average 1.3 were fully corrected, 1.9 partly corrected, 4.4
modified and 7.4 left unmodified.

4.5 Word Error Rate with different text
transformations

Table 1 shows the calculated WER based on different text transfor-
mations. The initial WER of the AI is between 16.4% without text
transformations and 8.8% with all transformations combined. The
WER decreased by the group corrections regarding the transforma-
tion level between 2.7 and 3.4 percentage points. The AI transcript
required between 120 and 224 modifications to match the reference
solution. For the corrected transcripts, the average modifications
needed to match the reference solution are between 83.5 and 177.5.

5 DISCUSSION
Results of the user test show that the manual correction of ASR-
generated captions by non-professionals reduced the overall WER
in the final text. Similar findings have been reported before, here
we show that they also apply for the correction of captions in
real-time. People working together in groups of five did not correct
significantly more errors than those working in groups of three. The
ASR-generated transcript had an initial WER of 8.8% and manual
correction reduced the WER of the transcript to 6.1% on average.
Related studies reported a WER reduction of around 50% [8, 25]. In
our study, the decrease was only around 30%, which might result



CHI EA ’23, April 23–28, 2023, Hamburg, Germany Kuhn, Kersken, Zimmermann

Table 1: Word Error Rate with different text transformations

Word Error Rate Required modifications
Text transformation AI Groups Decrease AI Groups Decrease
None 16.4% 13.0% 3.4 pp 224 177.5 46.5
No Punctuation 11.4% 8.5% 2.9 pp 155 115.9 39.1
Lowercase 14.6% 11.3% 3.3 pp 199 154.4 44.6
Lowercase + No Punctuation 8.8% 6.1% 2.7 pp 120 83.5 36.5

from the fact that the editing had to happen in real-time. Since
there is no defined threshold that marks captions as sufficiently
accurate to be accessible, and considering the amount of remaining
errors in the edited captions, it is unclear whether the corrected
captions are accessible to DHH individuals.

All metrics (WER, CER, MER, WIL) measuring the captions’ ac-
curacy show similar results. It therefore appears that WER and
these alternative measures can be used interchangeably, at least
for texts with a relatively low overall error rate. These metrics are
heavily dependent on pre-processing steps that transform the text
before calculation of the edit distance. The average WER for un-
modified texts is almost twice as high compared to a calculation
that ignores punctuation and capitalization. However, especially for
a language like German, these transformations have a big impact on
text understanding and readability. Therefore, error rates calculated
with heavy pre-processing can be misleading.

Human readers classified 72 errors as serious with regard to text
understanding in the ASR-generated transcript. On average, 43%
of these errors were corrected through manual editing. This is a
slightly higher decrease compared to the WER reduction of 30%.
Therefore, manual corrections seem to have a bigger impact on
meaningful errors, than pure text accuracy. This supports the find-
ings of [6, 17], who state that manual correction might target errors
that influence meaning, rather than minor grammatical mistakes.
While 50% of caption segments with a single error were fully cor-
rected, only 20% with multiple errors were at least partly corrected.
This could be due to several reasons. It may be that correcting mul-
tiple errors is more challenging, because people do not perceive all
errors. Alternatively, the editor’s interface and the blocking of text
could make multiple errors harder to spot.

Evaluating the accuracy on a per segment basis, the results show
that 39% of the segments were modified, but only 15% of them
resulted in a fully correct state. 7% were initially correct but were
made incorrect by users’ modifications. In some cases manual cor-
rection therefore introduced additional errors into the transcript.
These faulty modifications are irrelevant if they result from moving
words to the previous or next caption. Text optimizations like the
removal of duplicate words or resulting from the speaker correcting
themselves can also be seen as trivial, or even support the text’s un-
derstandability. But it is also possible that people introduce errors
because they simply misheard words, or try to fix mistakes based
on their own contextual understanding of the text. The creation
of new errors by manual correction is an interesting finding and
requires further research.

6 CONCLUSION
A semi-automated workflow combining ASR and crowd-sourced
manual corrections seems promising for real-time events because
people help reduce the overall number of errors in the text. The
result is a verbatim transcript, in contrast to transcripts created
by respeakers, who reduce the overall number of words. Our anal-
ysis indicates that the accuracy is not satisfactory and needs to
be addressed by further optimizations of the workflow and user-
interface.

Common quantitative measures of accuracy showed similar re-
sults and seem to be used interchangeably for texts with low overall
error rates. It remains an open question if metrics like WER are
only a measurement for text accuracy or whether a threshold can
classify captions as sufficiently accurate for DHH individuals. Until
then, alternative qualitative measures which reflect meaningful
errors and text understandability are required.

There is a need in Higher Education for scalable and cost-efficient
solutions to provide accurate real-time captions. For now, ASR
alone is not a sufficient solution for DHH students. Despite the
limited scope of this study, the developed prototype could effectively
simulate a semi-automated workflow and the results show that
extending ASR with manual corrections seems to be a promising
approach.

7 FUTUREWORK
The interface might be limited by the approach of using segment-
based editing. The accuracy of captions could increase if people
correct more meaningful chunks like complete sentences or work
together on a continuous text. Furthermore, the ideal group size
and how the user interface can support collaboration should be ex-
amined. An open question is whether students can correct captions
while also paying attention to a lecture, or whether additional peo-
ple e.g. tutors are required. Comparative measurements of cognitive
load and subjective impressions are needed to improve the user
experience. Besides workflow and interface optimizations, more
accurate measures are required, to classify when captions are suf-
ficiently accurate to count as accessible. They need to be scalable
and easy to adapt, like a qualitative error classification but without
human involvement.
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